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Societal Need Research Need

* Our nation depends on correct and reliable functioning of network and
computing systems
e Frequency and impact of cybersecurity and privacy attacks are constantly

The cybersecurity and privacy research community needs a common, rich,
representative research infrastructure, which meets the needs across all
members of the community, and facilitates reproducible science.

increasing;:
o Solar Winds supply-chain attack, which exposed confidential « Common, rich infrastructure:
government data o Security and privacy 1ssues affect difterent technologies difterently (e.g., difterent
o Colonial Pipeline attack, which shut down our major gas pipeline for CPU architectures)
several days. o Some emerging technology can create new vulnerabilities (e.g., [oT)
o Ransomware attacks more than tripled o New technologies can be used for defense (e.g., trusted hardware, SDN)
o DDoS attacks doubled o Infrastructure must have diverse hardware to meet wide research needs
o Data breaches increased by 70% * Meet needs across all members of the community:

o Experienced and novice users, researchers and students
e Facilitate reproducible science:
o Help researchers create, share, and reuse research artifacts

Research progress in cybersecurity and privacy is of critical national
importance, to ensure safety of U.S. people, infrastructure and data.
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. Merge SW for Research Infrastructure Transforming Research Community
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e Streamlining artifact evaluation
lS€erC€ . T o Work with artifact evaluation committees (AECs) to have artifacts evaluated on SPHERE
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Access Experiment Nodes \WIREGUARD o Host students, involve them in SPHERE development
o Provide research infrastructure to underresourced institutions
o Improve cybersecurity education via EDU portal, hosting of education materials

Merge supports multiple facilities, which may be managed by different teams and
contain different hardware and software.

Any compute/network infrastructure implementing the Merge Facility API can be
commissioned as a Merge testbed facility

Visit us at https://sphere-project.net
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